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Causal relationships are used to investigate information flows and directions of control in a decentralized multi-echelon supply chain where no central authority has system level control over optimizing decisions. We use secondary time-series data representing the US beef industry to investigate dynamic and contemporaneous causality based on out-of-sample Granger causality and Direct Acyclic Graphs (DAGs). Results indicate: (i) the US beef supply chain experienced a significant structural change in late 1996 and early 1997 that may be attributed to a weather induced production shock and an apparent turnaround of the cattle cycle; (ii) contemporaneous causalities appear to be stronger and dynamic causalities appear to be weaker after the structural change, suggesting faster and more effective information transmission along the supply chain after the structural change; (iii) contemporaneous information appears to flow from upstream to downstream tiers in the supply chain before the structural break, which reverses after the structural break, suggesting a shift in control from upstream to downstream firms; and (iv) co-use of spot market and contracts to procure strategic inputs by processors appears to allow processors some control of spot price through contract purchases in the post-break period. Our approach could be readily used to investigate other multi-echelon systems.
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I. Introduction

A decentralized multi-echelon supply chain is a complex and dynamic system that involves multiple economic entities encompassing product production, wholesaling and retailing, where no single entity enjoys control of decision making throughout the value chain (Zhang, 2006; Hwang and Xie, 2008). Along a decentralized supply chain, material and financial information flows connect participants including: producers, distributors, retailers and customers in both directions (Fiala, 2005; Ferguson and Ketzenberg, 2006). In this environment, the goal is to provide value to consumers through supplying desirable products when and where they are demanded and for each supply chain participant to make a reasonable return from their contribution.

Much literature has focused on the benefits of information sharing to better match supply with demand (see, e.g. Cachon and Fisher, 2000; Sahin and Robinson, 2002, 2005). With full information exchange and properly aligned incentives, the supply chain can efficiently supply products to consumers. However, significant efficiency losses occur when information exchange is hampered or misaligned and conflicting incentives are present. Inefficiencies arise when members in a decentralized supply chain do not have sufficient information or control to implement system wide optimal policies (Zhang, 2006). For example, double marginalization may result when multiple self-interested participants, large enough to influence terms of trade, independently choose prices and production to maximize their individual profit at successive stages in the supply chain (Chopra and Meindl, 2001; Mendelson and Tunca, 2007). With double marginalization, the system as a whole suffers economic losses since retail price is too high and production is too low when compared to an optimized supply chain controlled by a single central decision maker (Cachon, 2003). In other situations, poor coordination can result in lost sales through stock-outs and increased spoilage when excessive inventories result in products that cannot be sold; a particularly costly problem when the product is highly perishable. This situation can become extreme when poor coordination results in delays, oscillations and amplification of changes in order levels creating a bull whip effect in the supply chain (Sahin and Robinson, 2002).

Typical studies of information sharing focus on the effects of information exchange on improving supply chain performance. Information exchange in the supply chain may include: demand at all levels in the channel usually originating with point of sale scanner data, production status and costs, transportation availability and costs, inventory levels and costs, and promotional activities. Most previous research focused on supply chain information sharing and physical flow coordination involves investigations of the effects that changes in decision making control and changes in the timing and specific data and information shared have on system performance. Such studies require considerable information and understanding of specific practices in the value chain. Due to the difficulty in obtaining such information, relatively few empirical studies have been undertaken (Sahin and Robinson, 2002).

We take a different tack. We use secondary time-series data for prices and quantities exchanged, and other pertinent variables at each level in a decentralized multi-echelon supply chain to investigate causals among these variables. Using out-of-sample Granger causality tests and Direct Acyclic Graphs (DAGs) to examine dynamic and contemporaneous causal linkages between participants we are able to analyse fundamental information flows and control of decision making along a supply chain and how they change through time. Comparison of results between these two causalities has important implications for a value chain. Weak (strong) dynamic causality but strong (weak) contemporaneous causality suggests fast and effective (slow and ineffective) information transmission along a value chain. Effective information transition implies well coordinated transactions so that stock-outs, over-stocks and bullwhip effects should be minimal. In contrast, ineffective information transmission implies lack of coordination so that stock-outs, over-stocks and bullwhip effects may be problematic. Dynamic causality from downstream to upstream along a value chain suggests a possibility of control and first mover advantage by the downstream sector, while causality from upstream to downstream suggests the opposite. In either case, double marginalization is likely. In contrast, strong contemporaneous causality and no dynamic causality imply centralized or coordinated decision making across the entire supply chain. Methodologies employed in this article can be easily applied to other areas besides value chains to uncover causalities in two dimensions. For example, Awokuse (2006) has used similar tests to investigate both dynamic and contemporaneous causalities between exports and productivity growth in Japan.

The US beef supply chain is used as an application. It has experienced a rapid transformation and is becoming more concentrated at both the processor and retail levels. In 2006, the four-firm concentration ratio in the meatpacking industry, measured by the percentage of cattle slaughtered by the four largest firms, was approximately 69% and the
methodologies to identify temporal and contemporaneous causalities and to investigate how causality may change when there is a structural break. Section III provides an overview of the US beef supply chain and data descriptions, followed by empirical results in Section IV. Conclusions and policy implications are discussed in the final section.

II. Methodologies

Granger causality is perhaps the most widely used approach to identify dynamic (in temporal sense) causality in economics (Granger, 1969, 1980; Engle and Granger, 1987). It has been implemented in numerous studies, with recent examples including Masih and Masih (1996, 1998) and Kasman and Ayhan (2008). Granger (1969) defines that \( x_t \) Granger-causes \( y_{t+1} \) if and only if

\[
P(y_{t+1} \in A | \Theta_t, x_t) \neq P(y_{t+1} \in A | \Theta_t)
\]

for some \( A \) given the information set \( \Theta_t \). Since it is based on lag relations inherent in time-series data, temporal Granger causality has little to say about contemporaneous causation. Further, measures of Granger causality may be spoiled by temporal aggregation. Temporal aggregation can lead to misleading inference of Granger causality (Granger, 1980; Tiao, 1999) and occurs when the frequency of observations, i.e. sampling interval, differs from the natural frequency of the underlying time-series variable. In application, a dynamic causal direction can be established when a causal event is observed ahead of the effect, the cause and effect are ordered in time, and the sampling frequency is sufficient to discern the cause and the effect. There should be no contemporaneous relationship between cause and effect if the sampling frequency is observed at the natural frequency (Granger, 1980, 1988). However, with exception of high frequency financial data, it is rare to have no, or very small, temporal aggregation bias. Hence, contemporaneous causality observed under a particular time interval may result from temporal aggregation. Researchers propose to link the concept of Granger causality at the natural...
frequency with contemporaneous causality in the time aggregation process (Swanson and Granger, 1997; Breitung and Swanson, 2002).

Granger (1980) discusses ‘prima facie apparent instantaneous causality in mean’ and defines \( x_{t+1} \) instantaneous Granger causes \( y_{t+1} \), given the current information set \( \Theta_t \), if \( E(y_{t+1}|x_{t+1}, \Theta_t) \neq E(y_{t+1}|\Theta_t) \), where \( E(\cdot) \) is the expectation operator. Granger (1980) suggests that extra structure is needed to possibly uncover instantaneous causality. Swanson (1980) suggests that extra structure is needed to uncover instantaneous Granger causes \( x_t \) instantaneous causality in mean’ and defines \( x_t \) as Granger causing \( y_t \) if \( e_t^m = X_t^m - X_t^m \) is smaller than \( e_t^r \) or if the unrestricted full model including \( X_t \) results in more accurate forecasts than the restricted model. Finally, we examine whether one model, either the unrestricted or restricted model, statistically forecasts better than the other. Based on the Mean Squared Forecasting Errors (MSFEs) criterion suggested by Amato and Swanson (2001), we employ the modified Diebold–Mariano (DM) test (Harvey et al., 1997) for equal forecasting performance in which the null hypothesis is \( d_i = e_i^m - e_i^r = 0 \). The corresponding DM test statistic is

\[
DM = (\hat{V}(\tilde{d}))^{-0.5} \tilde{d}
\]

where \( \tilde{d} \) is the sample mean of \( d_i \), \( \hat{V}(\tilde{d}) \) is the Newey–West heteroscedasticity and autocorrelation consistent estimator of the sample variance of \( d_i \). Since the distribution under the null hypothesis is nonstandard, we use the simulated critical value developed by Clark and McCracken (2001) for DM tests.

**Contemporaneous causality test using DAGs**

DAGs are pictures using arrows and vertices (variables) to represent the contemporaneous causal flow among or between a set of variables based on observed correlation and partial correlations (Pearl, 2000; Spirtes et al., 2000). DAGs can be used to represent conditional independence as implied by the recursive product decomposition

\[
Pr(v_1, v_2, v_3, \ldots, v_n) = \prod_{i=1}^{n} Pr(v_i|pa_i)
\]
algorithm to generate DAGs (see details in Chickering, 2002, pp. 520–4).4

III. Overview of the US Beef Supply Chain and Data Descriptions

As shown in Fig. 1, the US beef supply chain is characterized by multiple production stages. Cow-calf and background operations, where rearing and weaning take place, are first-stage producers providing feeder steers and heifers weighing more than 500 pounds. Feedlots (feeding operations) purchase feeder cattle from cow-calf and background operations and feed animals high-energy rations to finish them as fed cattle weighing approximately 1200 pounds. These fed cattle are purchased by beef packers. Beef packers slaughter and fabricate the finished fed cattle in their packing plants, and produce boxed (or wholesale) beef and other products as their final output. Retailers, including supermarkets, grocery stores, fast-food outlets and restaurants at the top of the supply chain sell beef to consumers.

In recent years, the US beef supply chain has become more concentrated at both the processor and retail levels. In addition, the industry has made increasing use of contracts to coordinate transactions between tiers throughout the supply chain. These changes offer potential efficiency gains from improved coordination and information sharing and/or control. However, the increasing use of captive supply along with high concentration among packers has also raised concern about competitiveness and possible market manipulations by packers in spot market procurement (Love and Burton, 1999; Xia and Sexton, 2004). Overall, the literature offers mixed results on the relationship between captive supply and fed cattle spot price, and is silent about the causal direction between the two variables even though a natural or implicit causal direction can be inferred. Understanding causal linkages among transaction prices and various sector driver variables at different tiers in the US beef supply chain has rich policy implications for both regulators and participants in the supply chain. Such understanding offers a first step in understanding how recent changes in concentration and increased contract coordination may be influencing supply chain participants.

We use monthly data for nine variables representing important information and decision points for participants in the decentralized multi-echelon supply chain of the US beef industry (see Fig. 1). Data are from January 1988 to August 2005, and include: captive supply, cattle inventory, feeder cattle price, fed cattle spot price, boxed beef price, retail beef price, fed cattle futures price, corn price and the packer HHI. All variables except captive supply and fed cattle futures price are collected from the Red Meat Yearbook published by Economic Research Service (ERS) of United States Department of Agriculture (USDA).

Captive supply (CAPT), measured as the percentage of total slaughter cattle procured through captive

4 GES algorithm has several advantages over PC algorithm. It does not require as strong assumptions as PC algorithm (causal sufficiency, Markov condition and faithfulness). An appropriate significance level is not required in GES algorithm.
supply arrangements by the four largest packing firms, is obtained from GIPSA. Captive supply is used to represent the degree of quasi-vertical integration in the cattle industry. Based on semi-annual cattle inventory data published by ERS in January and July we construct monthly cattle inventory (INVT) by subtracting monthly cattle slaughter from the previous cattle inventory and adding the monthly calf crop.\(^5\) Cattle inventory provides information on current and future beef production. Although the cyclical influence of cattle inventory is a primary factor determining beef supply that affects all live cattle production stages in the supply chain, it also has a large effect on the overall cattle industry giving it its cyclical nature. We use feeder steer price (Oklahoma City, 750–800 lb, medium #1) to represent feeder cattle prices (FEEP), wholesale boxed beef cut-out value (Choice 1–3, Central US, 600–750 lb) for boxed beef prices (BOXP), USDA all-fresh retail beef price from the cattle fax for retail beef prices (REBP), and Corn #2 Yellow, Central Illinois for feed corn prices (CORP). Fed cattle spot price (FEDP) is a weighted price index calculated using a Tornquist index based on prices and quantities of steers and heifers (Choice 2–4, Nebraska, 1100–1300 lbs). Fed cattle constitute a major input in packer production and account for most of the production costs. Fed cattle futures prices (FUTP) and corn price (CORP) are obtained from Chicago Mercantile Exchange (CME) are obtained fromDataStream, an electronic database system providing historical financial data sets. The HHI, calculated as the sum of the squared market shares of individual firms reported by GIPSA, is used as a measure for packer concentration.

Figure 2 plots these nine variables during the study period (1988:01–2005:08). We use logarithmic transformation of all the nine series for the analysis.

### IV. Empirical Results

#### Diagnosis testing

Many economic and financial time-series are characterized by a unit root (Hendry and Massmann, 2007). The Dickey–Fuller (DF) and Philip–Perron (PP) tests are commonly used to test the unit root hypothesis. These tests are, however, biased in the presence of omitted structural breaks (Zivot and Andrews, 1992), leading to forecast failure (Hendry and Massmann, 2007). An alternative is the Zivot and Andrews (ZA) unit root test that allows for one possible shift in mean, trend or both. The null hypothesis in the DF type tests (DF, PP and ZA) is of a unit root (nonstationary), which is accepted unless there is strong evidence against it. The DF type tests have low power against the alternative hypothesis (Diebold and Rudebusch, 1991; DeJong et al., 1992). Kwiatkowski et al. (1992) developed the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) tests of the null hypothesis of stationarity either around a level or around a linear trend. We employ both DF type tests and KPSS tests and report the results in Table 1.

The DF, PP and ZA tests fail to reject the null hypothesis that the data series (in logarithm) in level contain a unit root at the 5% level of significance, except captive supply (CAPT) and cattle inventory (INVT) under all three tests (DF, PP and ZA), futures price (FUTP) and corn price (CORP) under some tests. The same tests are applied to the first order differences of each series. In each case, the unit root hypothesis is rejected at the 5% level of significance. The KPSS tests reject the null hypothesis of stationarity in level, but fail to reject stationarity in first order difference. Based on results reported in Table 1, we conclude that all series are nonstationary in levels but stationary in first order differences, suggesting the use of a VECM to model all series representing the US beef industry.

Different approaches are available to determine the optimal lag length \((k)\) and the cointegration rank \((r)\) for a VECM. The conventional approach is to sequentially determine lag length using information matrices, and then determine the rank of cointegration vectors based on Johansen trace tests. Given the fact that the true model is rarely known, this procedure involves trade-offs between model parsimony and fit (Wang and Bessler, 2005). Phillips (1996) proposed a model selection method based on information criteria to jointly determine \(k\) and \(r\). Model selection methods have been implemented in several studies (Phillips and McFarland, 1997; Aznar and Salvador, 2002; Baltagi and Wang, 2007; Park et al., 2008). Model selection methods relieve researchers from the arbitrary choice of an appropriate significance level in contrast with formal hypothesis testing used in system-based Likelihood Ratio (LR) tests. Chao and Phillips (1999) and Wang and Bessler (2005) provide simulation evidence to show the model selection methods based on information criterion give at least as good fit as system-based LR tests. Baltagi and Wang (2007) find model selection methods produce the same results as system-based

---

\(^5\) Even though semi-annual cattle inventory data may reduce variation of the constructed monthly cattle inventory variable, to great extent, the monthly cattle slaughter and the monthly calf crop preserve variation of cattle inventory.
LR tests in 70% of 165 published data sets. Using the entire data, results based on both methods are consistent – the optimal lag length is two and the rank of cointegration vectors is five.

Results of structural break tests

Since causalities may respond to exogenous shocks or change through time, we first identify possible structure changes using time-varying cointegration estimation (Juselius, 2006). As shown in Fig. 3, normalized trace test results suggest the presence of time-varying cointegration relationships among variables in the supply chain. Under rolling cointegration tests, the null hypotheses of no cointegration \( r = 0 \) and at most one cointegration vector \( r \leq 1 \) are rejected over the whole sample periods since the normalized trace test statistics are greater than one. Based on test results for \( r \leq 2 \) and \( r \leq 3 \), minor regime changes in early 2001 and 2003 are detected. We speculate two events contribute to instability of the cointegration, the Livestock Mandatory Price Reporting (LMPR) Act made effective in April 2001 to stimulate competition in livestock markets including fed cattle market, and the Canadian and US BSE (Bovine Spongiform Encephalopathy) discoveries in 2003. The most striking evidence for instability of cointegration relationships detected in the null hypothesis of \( r \leq 3 \) suggests a remarkable structural change between the late 1996 and early 1997, which coincides with an apparent turnaround of the US cattle production cycle. The US cattle production cycle typically occurs every 10 to 12 years, which consists of 6–7 years of expanding, 1–2 years of consolidation, and 3–4 years of declining before the next cycle begins (Mundlak and Huang, 1996). The US cattle cycle experienced a contraction phase after the peak of cattle inventory in January.

Fig. 2. Nine important variables along the US beef supply chain (1988:01–2005:08)
The cattle cycle can greatly contribute to the transformation of market structure (Mathews et al., 1999). Grain shocks caused by a Midwestern drought between the late 1995 and early 1996 may have amplified the cattle-cycle related market influences. The severe drought caused a remarkably high spike in corn price in 1996, which clearly affected profits throughout the beef supply chain. Similarly, under the recursive cointegration tests, two regime changes were suggested, one between the late 1995 and early 1997 and another one in early 2002 that was likely induced by the LMPR Act.

To validate the structural break suggested by the cointegration trace tests, we adopt an advanced approach recently proposed by Qu and Perron (2007). Based on Hawkins (1976) and Bai and Perron (1998, 2003), Qu and Perron (2007) propose procedures to deal with issues related to estimation, inference and computation when multiple structural changes occur at unknown dates in a system of equations. Their methods not only allow changes to occur in the regression coefficients and/or the covariance matrix of the errors, but also allow arbitrary restrictions on these parameters, which

### Table 1. Tests for nonstationarity of data series

<table>
<thead>
<tr>
<th>Data series</th>
<th>DF test</th>
<th>PP test</th>
<th>ZA test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>Diff.</td>
<td>Level</td>
</tr>
<tr>
<td>CAPT</td>
<td>-4.05**</td>
<td>-23.12**</td>
<td>-3.31*</td>
</tr>
<tr>
<td>INVT</td>
<td>-5.32**</td>
<td>-17.65**</td>
<td>-5.38**</td>
</tr>
<tr>
<td>FEEP</td>
<td>-1.02</td>
<td>-10.19**</td>
<td>-1.43</td>
</tr>
<tr>
<td>FEDP</td>
<td>-2.41</td>
<td>-9.59**</td>
<td>-2.73</td>
</tr>
<tr>
<td>REBP</td>
<td>-0.60</td>
<td>-13.91**</td>
<td>-0.63</td>
</tr>
<tr>
<td>FUTP</td>
<td>-3.70**</td>
<td>-14.68**</td>
<td>-3.51**</td>
</tr>
<tr>
<td>CORP</td>
<td>-2.53</td>
<td>-10.28**</td>
<td>-3.17*</td>
</tr>
</tbody>
</table>

Null hypothesis for DF, PP and ZA tests: containing a unit root (nonstationary)

Null hypothesis for KPSS tests: stationary

Notes: The critical values at the 5 and 1% significance levels are -2.88 and -3.47 for both DF tests and PP tests; -4.80 and -5.43 for ZA tests; and 0.15 and 0.22 for KPSS tests.

* and ** indicate 5 and 1% significance levels, respectively.

1996 (103.5 million head). The cattle cycle can greatly contribute to the transformation of market structure (Mathews et al., 1999). Grain shocks caused by a Midwestern drought between the late 1995 and early 1996 may have amplified the cattle-cycle related market influences. The severe drought caused a remarkably high spike in corn price in 1996, which clearly affected profits throughout the beef supply chain. Similarly, under the recursive cointegration tests, two regime changes were suggested, one between the late 1995 and early 1997 and another one in early 2002 that was likely induced by the LMPR Act.

To validate the structural break suggested by the cointegration trace tests, we adopt an advanced approach recently proposed by Qu and Perron (2007). Based on Hawkins (1976) and Bai and Perron (1998, 2003), Qu and Perron (2007) propose procedures to deal with issues related to estimation, inference and computation when multiple structural changes occur at unknown dates in a system of equations. Their methods not only allow changes to occur in the regression coefficients and/or the covariance matrix of the errors, but also allow arbitrary restrictions on these parameters, which

To validate the structural break suggested by the cointegration trace tests, we adopt an advanced approach recently proposed by Qu and Perron (2007). Based on Hawkins (1976) and Bai and Perron (1998, 2003), Qu and Perron (2007) propose procedures to deal with issues related to estimation, inference and computation when multiple structural changes occur at unknown dates in a system of equations. Their methods not only allow changes to occur in the regression coefficients and/or the covariance matrix of the errors, but also allow arbitrary restrictions on these parameters, which

USDA reports that cattle inventory decreased to 95 million head in January 2004 (cyclical low), but it has been expanded since 2005 reaching 97 million head in January 2007.

We thank one anonymous reviewer for challenging us to further valid the structure breaks suggested by the cointegration trace tests.
permits the analysis of partial structural change models, common breaks occurring in all equations or breaks occurring in a subset of equations. Using Qu and Perron’s approach we identify two structural breaks. The most significant structure break was in December 1996 that is consistent with what is suggested by the cointegration trace tests. The minor structural break was in December 2000 that was almost 1 year earlier than what is suggested by the cointegration tests.

We argue there was at least one significant structural break corresponding to the 1996 grain shock and the turnaround of the US cattle cycle. For the minor structural breaks, whether it was in the late
2000 or early 2002, we do not have sufficiently long series to analyse the post-break periods. Thus, we divide the entire sample period into two sub-periods according to the significant regime change between the late 1996 and early 1997: pre-break periods (1988:01–1996:10) and post-break periods (1997:03–2005:08). We exclude the 4-month interval (1996:11–1997:02) from the analysis as transition periods, since the contemporaneous causal orderings are sensitive to including these periods.

We also conduct a recursive innovation accounting analysis and Box-M and Jennrich tests to validate the structural change.

1) Variance Decompositions (VDs) and Impulse Response Functions (IRFs): VDs partition the variance of the forecast error of a certain variable into proportions attributable to innovations in each variable in the system including its own. VDs provide an indication to gauge the relative strength of Granger-causal chain or degree of ergogeneity amongst the variables beyond the sample period (Masih and Masih, 1996). The IRFs trace the dynamic response of a variable due to a one-period SD shock to another variable. If there is a structural change, we should expect changes in both VDs and IRFs.

Figure 4(a) presents results of the impacts of captive supply on the variance of forecast error of spot market prices for a 12-month horizon. The vertical axis in Fig. 4(a) represents the percent of the variance in forecast error of each spot market price that can be explained by captive supply. The influence of captive supply is generally weaker on the variance of forecast error of feeder cattle price but stronger on that of retail and boxed beef prices in the post-break periods than in the pre-break periods. The vertical axis in Fig. 4(b) presents the response of spot market prices to a one-time shock of captive supply. As shown in Fig. 4(b), an increase in captive supply procurement generally decreases fed cattle spot market prices in the majority of the pre- and post-break periods. In most periods, it appears that captive supply procurement might have been used as a strategic instrument to reduce fed cattle prices (see, e.g. Love and Burton, 1999; Xia and Sexton, 2004). However, in the 1999/2000 and 2001 periods, this does not seem to be the case. In this period, cattle inventory is falling and captive supply procurement is rapidly rising. It appears that packers may have transitioned to increased use of captive supplies as a more important way to ensure an adequate supply of fed cattle. As a result, procurement through captive supply mechanisms became so large in relation to total cattle availability that any changes in captive supply quantities were directly transmitted to the spot market fed cattle price. It further appears that the effects of changes in captive supplies had direct spillover effects on feeder cattle price, boxed beef price and retail price. Interestingly, in the periods directly following 2001, packers reduced the proportion of cattle purchased through captive supply channels and the historic relationship of increased use of captive supply procurement inversely impacting spot market fed cattle price was re-established. Overall, the innovation accounting analyses between the before- and after-break periods supports the 1996–1997 structural change.

2) Box-M and Jennrich tests for the Homogeneity of Matrices: If there is a structural change, the two covariance matrices or two correlation matrices based on estimated VECMs in the pre- and post-break periods will statistically differ from each other. We employ both the Box-M test (Box, 1949) for the equality of the two covariance matrices and the Jennrich test (Jennrich, 1970) for the equality of the two correlation matrices. We find that the statistic for the Box-M test (262.36) exceeds the

Due to the space limit we only present the impact of captive supply on spot prices. Other recursive innovation analyses are available upon request.

When the sample size is small, the modified Box-M test statistic for the homogeneity of two covariance matrices is

$$M = \gamma \sum_{i=1}^{2} (n_i - 1) \log \frac{\Sigma_i}{\Sigma_{ij}}$$

where

$$\Sigma_i = \frac{n_i}{n_i - 2} \Omega_i \quad \text{for} \quad i = 1 \text{ or } 2, \quad \Omega = \frac{\Omega_1 n_1 + \Omega_2 n_2}{n_1 + n_2}, \quad \gamma = 1 - \frac{2s^2 + 3s - 1}{6(s+1)} \left( \sum \frac{1}{n_i - 1} - \frac{1}{n_1 + n_2 - 2} \right)$$

Note that $n_i$ is number of observations to derive sample covariance matrix $\Omega_i$, and $s$ is the dimension of the covariance matrix. The Box-M test statistic is asymptotically distributed as a chi-square distribution with the degree of freedom $s(s+1)/2$.

Jennrich (1970) propose a chi-square test for the homogeneity of covariance or correlation matrices. The test statistic for the homogeneity of two correlation matrices ($\Sigma_1$ and $\Sigma_2$) is

$$c = n_1 n_2 / (n_1 + n_2), \quad e = n_1 n_2 / (n_1 + n_2), \quad \bar{\Sigma} = (n_1 \Sigma_1 + n_2 \Sigma_2) / (n_1 + n_2).$$

The Jennrich test statistic is asymptotically distributed as a chi-square distribution with the degree of freedom $s(s-1)/2$. 

Note that $n_i$ is number of observations to derive sample covariance matrix $\Omega_i$, and $s$ is the dimension of the covariance matrix. The Box-M test statistic is asymptotically distributed as a chi-square distribution with the degree of freedom $s(s+1)/2$.
Fig. 4. Recursive innovation accounting analysis at the 12-month horizon. (a) Impacts of captive supply on the variance of forecast error of spot prices; (b) IRFs of four spot prices responding to the one-time shock of captive supply
critical value \( (\chi^2(45) = 71.17) \), and the statistic for the Jennrich test (135.44) also exceeds the critical value \( (\chi^2(36) = 61.58) \) at the 1% significance level. Hence, the two variance matrices or correlation matrices in the pre- and post-break periods differ from each other, supporting the structural change.

We then examine casualty before and after the break detected in the late 1996 and early 1997.

### Results of Granger dynamic causalities

For the pre-break periods, we first determine the optimal lag length \( (k) \) and the cointegration rank \( (r) \) for the unrestricted full model and for each of the restricted models. For each model, we calculate one-step-ahead forecasts and the corresponding forecast error series after fitting a VECM. In the case of the unrestricted full model, we use the first 60 monthly observations (1989:01–1993:12) to obtain one-step-ahead forecasts for 1994:01 of the nine series, the first 61 observations (1989:01–1994:01) to obtain the forecasts for 1994:02, and so forth until all pre-break periods are exhausted. Consequently, we obtain 34 one-step-ahead out-of-sample forecasts (1994:01–1996:10) and nine forecast error series with dimension of 34-by-1 for the unrestricted model. Similarly, we obtain 72 forecast error series (nine restricted models with eight variables) for the nine restricted models. In total we have 81 forecast error series from the restricted and unrestricted models to conduct multivariate out-of-sample Granger causality tests.

By comparing the MSFEs between the unrestricted and restricted models, we find 46% (33 out of 72 cases) of the unrestricted models have lower MSFEs and, therefore, more accurate forecasts than the restricted model. The difference of the MSFEs between the restricted and unrestricted models is quite small, a statistical DM test for the equal forecasting errors is conducted based upon Equation 2. Following the same procedure applied to the post-break periods we conduct Granger causality tests for the post-break periods (1997:03–2005:08).

Table 2 summarizes Granger causality test results in the pre- and post-break periods. The null hypothesis is that each series in the first row does not Granger-cause any particular series in the first column.

<table>
<thead>
<tr>
<th></th>
<th>Pre-break periods</th>
<th>Post-break periods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CAPT</td>
<td>INVT</td>
</tr>
<tr>
<td>CAPT</td>
<td>–</td>
<td>0.474**</td>
</tr>
<tr>
<td>INVT</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FEEP</td>
<td>0.742**</td>
<td>–</td>
</tr>
<tr>
<td>FEDP</td>
<td>–0.850</td>
<td>–0.504</td>
</tr>
<tr>
<td>BOXP</td>
<td>–0.623</td>
<td>–0.365</td>
</tr>
<tr>
<td>REBP</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FUTP</td>
<td>1.341**</td>
<td>–0.309</td>
</tr>
<tr>
<td>CORP</td>
<td>0.695**</td>
<td>0.810**</td>
</tr>
<tr>
<td>HHI</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Notes: No entry on any off-diagonal cell represents cases that an unrestricted model has a larger MSFE than a restricted model. The null hypothesis is that each series in the first row does not Granger cause any particular series in the first column. According to Clark and McCracken (2001), the critical values (MSE-T test) of the DM test are 0.397 at the 95% confidence level and 0.096 at 90% confidence level.

* and ** indicate that the null is rejected at the 10 and 5% significance levels, respectively.
Overall, the temporal (dynamic) causal relations among variables in the US beef supply chain become much weaker after the structural change. In the pre-break periods, it appears that captive supplies are more connected to other variables than in the post-break periods. Moreover, in the pre-break periods, the direction of causality appears to be mainly toward captive supply while in the post-break periods the direction of causality is from captive supply to fed cattle price. In the pre-break periods it appears that packers may be reacting to signals from the retail and feeder levels when they make captive supply procurement decisions. In turn, these decisions dynamically influence important feeder input prices for feeder cattle and corn. In the post-break periods, only one important dynamic connection indicates packers may be directly using captive supply to influence fed cattle prices. Furthermore, in the post-break periods, temporal causalities are mainly from upstream to downstream or in the same tier of the supply chain with an exception that fed cattle spot price Granger causes cattle inventory. While the causalities embedded in the pre-break periods do not have clear directional pattern along the supply chain tiers, it seems clear that the numerous dynamic linkages suggest poor
coordination and inefficiencies in the beef supply chain. Further, it appears in the post-break periods that the decentralized multi-echelon beef supply chain experienced significant improvements in coordination since few dynamic causalities are indicated in that time horizon. In all periods, the direction of causality is always toward futures price. This finding suggests that futures price results from market information but does not drive decisions made along the supply chain.

Results of DAG contemporaneous causalities

Figure 5(b) shows two DAGs, generated using TETRAD IV’s GES algorithms, representing the direction of contemporaneous causal flows among variables in the pre- and post-break periods. Comparison of the two DAGs suggests that causalities change after the structural break between late 1996 and early 1997. A striking finding is that more contemporaneous causal relationships appear to be present in the post-break period, which implies that information flow is quicker and/or more effective within the beef supply chain in recent times than in times past. This finding complements the dynamic causal analysis that indicates the reverse. The direction of causalities appears to shift from upstream to downstream causal flows in the pre-break period to upstream from downstream causal flows in the post-break period. This means that before the structural break, most information in the supply chain appears to flow downstream from cow-calf operations to packers. After the structural break, most information in the supply chain appears to flow upstream from retailers and packers to feeders and cow-calf operators.

Further, before the structural break, it appears that price discovery in the supply chain occurred in boxed beef pricing where information from feeder steer prices, cattle inventory and captive supply comes together to determine boxed beef price, the most endogenous variable. After the structural break, it appears that price discovery in the supply chain occurred in feeder steer pricing where information from fed cattle price, captive supply and cattle inventory comes together to determine feeder steer price, the most endogenous variable. This reversal in information flow may have resulted from increased concentration at both the packer and retail levels and from greater use of contracts by packers in recent times.

Improved coordination and control in the post-break periods, reflected through fewer dynamic and more contemporaneous causal relationships in the post-break when compared to the pre-break periods, may also be attributed to increased concentration at both the packer and retail levels and increased use of contracts. In particular, captive supply only indirectly causes fed cattle spot price in the pre-break periods, but it appears to directly cause feeder cattle price and fed cattle spot price in the post-break periods. In other words, captive supply appears to exhibit an increased contemporaneous influence on prices along the supply chain, which supports the argument that the use of noncash procurement by packers leads to pressure on spot market price as several previous empirical studies found (Schroeder et al., 1993; Ward et al., 1998; Conner et al. 2004). In recent periods, we observe that retail beef price causes fed cattle futures price but retail beef price is independent of other variables in the pre-break periods. This may be evidence of increasing power and influence of retailers in meat pricing in the post-break period.

Another interesting finding in the contemporaneous causalities analysis is that upstream cattle producers seem to exert less influence on the supply chain in the post-break periods than in the pre-break periods. In the pre-break periods, cattle inventory appears as a causal variable in both corn price and boxed beef price determination, suggesting that cattle producers have a direct and contemporaneous influence on downstream pricing of meat. In the post-break periods, variables associated with cattle producers are influenced by other upstream variables and downstream variables, but upstream cattle production related variables have no contemporaneous influence on downstream variables. This suggests that in the post-break periods, cattle producers react to information, but do not have a controlling influence on supply chain decisions.

In the pre-break periods, the HHI for market concentration in the meat packing industry appears to have both dynamic and contemporaneous influences on cattle inventory. In the post-break periods, these causal relations disappear. This result seems counter intuitive. Direct HHI causal results should be interpreted with caution. However, cattle cycles are quite complex and difficult to predict. Overall, the results seem to support the notion that increased concentration at both the packer and retail levels resulted in improved supply chain coordination and a change in direction in the control of decisions from more upstream control in pre-break periods to more downstream control in post-break periods. Similar to the dynamic causality results, in all periods, the direction of causality is always toward futures price. This finding suggests that futures price results from market information.
V. Conclusions

Employing out-of-sample Granger causality tests and DGAs, this study investigates both dynamic (temporal in Granger sense) and contemporaneous causalities. These two complementary causalities present a better understanding of causal links in a multi-echelon supply chain where no central authority has system level control over optimizing decisions.

The empirical application to the US beef supply chain investigates relationships among prices and selective sector driving variables throughout the supply chain. Results suggest the following: first, based on the time-varying trace test results and the knowledge of historical events in the US beef supply chain, we detect a significant structural change between late 1996 and early 1997 that corresponds to a weather-induced grain shock and a turnaround of cattle inventory cycle. The 1996–1997 structural change is supported by Qu and Perron’s tests and Box-M and Jennrich tests as well as by comparison of dynamic recursive impulse responses and forecast error variance decomposition between pre- and post-break periods.

Second, we find that causal relationships in the US beef supply chain changed after the structure change. Overall, temporal causality becomes weaker but contemporaneous causality becomes stronger after the structural break. Stronger contemporaneous causality after the structural break implies that new information or shocks emanating from a particular segment of the supply chain are more quickly and effectively transmitted to the rest of the supply chain in the post-break period compared with the pre-break period. In the post-break periods, dynamic causalities are mainly from upstream to downstream or in the same tier of the supply chain, while contemporaneous causalities indicate information flows upstream from retailers and packers to feeders and cow-calf operators. One might speculate that price discovery occurs in more competitive markets where market influences are more quickly incorporated into price. This point in the supply chain appears to have switched during the period of analysis. In the periods before 1996–1997, price discovery appears to occur in boxed beef pricing. After 1996–1997, price discovery appears to shift to feeder cattle pricing. Further, in the post-break periods, it appears that the cattle production sector is more responsive to rather than responsible for changes occurring elsewhere in the supply chain. We speculate that all of these changes are likely the result of higher industry concentration at the packer and retail levels that facilitates increased use of more effective vertical coordination and contractual arrangements and possibly from implementation of mandatory livestock price reporting that improved fed cattle price reporting.

Third, both temporal and contemporaneous causality results show that captive supply directly causes fed cattle spot price in the post-break periods but only indirectly effects fed cattle price in the pre-break periods. The causal relationship between captive supply and fed cattle spot price supports both theoretical and empirical research that concludes that noncash procurement can affect spot market price.

Clearly, increasing concentration and use of contracts to coordinate production and exchange between different tiers in the US beef supply chain has altered the influence of different players in the system. Overall, it appears that the meat supply chain has become better coordinated and that information flows have become more effective. Further, it appears that control of the supply chain has shifted downstream and that captive supplies exert an important influence on fed cattle cash prices. Improved understanding of causal linkages among the different segments of the US beef supply chain has rich policy implications for both policy makers and market participants. While it remains challenging to uncover causal relationships among variables using non-experimental observational data, the methods available today are allowing applied economists to gain some new understanding. The proposed methodologies can be used to analyse other types of value chains as well as other dynamic systems.

Acknowledgements

The authors thank David A. Bessler for his comments on the early draft. We also thank Meng-Shiu Chang for his research assistance in implementing Qu and Perron’s tests for structural breaks.

References


